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Abstract—Perkembangan pasar modal menuntut ketersediaan metode penilaian perusahaan yang 
akurat dan andal. Salah satu indikator yang umum digunakan adalah Price to Book Value (PBV), yang 
merefleksikan perbandingan antara nilai pasar dengan nilai buku perusahaan dan dipengaruhi oleh 
faktor fundamental seperti Debt to Equity Ratio (DER), Price to Earnings Ratio (PER), dan Return on 
Assets (ROA). Kompleksitas serta sifat non-linear hubungan antarvariabel tersebut memerlukan 
pendekatan analisis yang lebih adaptif dibandingkan metode statistik konvensional. Penelitian ini 
bertujuan membandingkan kinerja tiga metode prediksi PBV, yaitu Genetic Algorithm (GA), Linear 
Regression, dan Support Vector Machine (SVM), dengan menggunakan data laporan keuangan 
perusahaan manufaktur dan infrastruktur yang terdaftar di Bursa Efek Indonesia (BEI) periode 
2018–2023 sebanyak 300 observasi. Variabel independen yang digunakan meliputi DER, PER, dan 
ROA, sedangkan PBV ditetapkan sebagai variabel dependen. Analisis dilakukan melalui tahapan 
pengolahan data, pembentukan model, serta evaluasi menggunakan metrik Mean Squared Error 
(MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage 
Error (MAPE), Coefficient of Variation of RMSE (CVRMSE), dan koefisien determinasi (R²). Hasil 
penelitian menunjukkan bahwa PER dan ROA berpengaruh signifikan terhadap PBV, sedangkan 
DER berpengaruh relatif lemah. GA menghasilkan nilai MSE dan RMSE terendah (2,0103 dan 
1,4178), namun nilai R² negatif (-0,0243) mengindikasikan keterbatasan dalam menjelaskan 
variabilitas data. Sebaliknya, Linear Regression memberikan R² sebesar 0,179 dengan RMSE 22,8491, 
sedangkan SVM menghasilkan R² sebesar 0,128 dengan RMSE 158,799. Dengan demikian, GA 
terbukti unggul dalam meminimalkan kesalahan prediksi, sementara Linear Regression lebih baik 
dalam memberikan interpretasi hubungan antarvariabel. Temuan ini menegaskan bahwa pendekatan 
optimasi evolusioner seperti GA efektif untuk memprediksi data keuangan yang kompleks, namun 
perlu dikombinasikan dengan metode lain guna meningkatkan interpretabilitas model.  

 
Keywords —Price to Book Value, Debt to Equity Ratio, Price to Earnings Ratio, Return on Assets, Genetic 
Algorithm, Linear Regression, Support Vector Machine. 

 
I. PENDAHULUAN 

Perkembangan perekonomian global 
menyebabkan persaingan antarperusahaan 
semakin ketat sehingga perusahaan dituntut tidak 
hanya memaksimalkan laba, tetapi juga 
meningkatkan nilai perusahaan, kekayaan 
pemegang saham, dan kepercayaan pasar 

terhadap prospek jangka panjang. Nilai 
perusahaan menjadi indikator penting dalam 
menilai kelangsungan usaha dan daya tarik 
investasi, yang dalam penelitian ini diproksikan 
dengan rasio Price to Book Value (PBV). Rasio 
tersebut banyak digunakan investor untuk menilai 
wajar atau tidaknya harga saham, sekaligus 
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mencerminkan pengakuan publik terhadap 
kinerja perusahaan. 

PBV dipengaruhi oleh rasio keuangan seperti 
Debt to Equity Ratio (DER), Price to Earnings 
Ratio (PER), Return on Assets (ROA), dan 
Return on Equity (ROE). Sejumlah penelitian 
terdahulu menunjukkan bahwa DER cenderung 
berpengaruh negatif terhadap PBV, sedangkan 
ROE dan ROA berpengaruh positif. [1] 

Berdasarkan penelitian Ayuningsih & 
Goenawan (2024) [2], hasil regresi linear 
berganda menunjukkan bahwa konstanta sebesar 
-0,213 mengindikasikan apabila DER dan ROE 
bernilai nol maka PBV perusahaan manufaktur 
sub-sektor makanan dan minuman menurun 
sebesar -0,213. Koefisien β1 sebesar -0,385 
menunjukkan bahwa Debt to Equity Ratio (DER) 
berpengaruh negatif terhadap Price Book Value 
(PBV), di mana kenaikan DER 1% menurunkan 
PBV sebesar 0,385. Sebaliknya, koefisien β2 
sebesar 26,557 menunjukkan bahwa Return on 
Equity (ROE) berpengaruh positif terhadap PBV, 
di mana kenaikan ROE 1% meningkatkan PBV 
sebesar 26,557. Dengan demikian, model regresi 
berganda tersebut layak digunakan karena DER 
dan ROE terbukti berpengaruh signifikan secara 
simultan terhadap nilai perusahaan yang 
diproksikan dengan PBV. 

Untuk itu, penelitian ini bertujuan 
menganalisis pengaruh rasio keuangan terhadap 
PBV sekaligus membandingkan tiga pendekatan 
prediktif, yaitu Linear Regression, Support 
Vector Machine (SVM), dan Genetic Algorithm 
(GA). Regresi digunakan karena mampu 
memberikan interpretasi yang jelas atas pengaruh 
variabel independen, SVM dipilih untuk 
menangkap pola non-linier pada data berdimensi 
tinggi, sedangkan GA digunakan sebagai metode 
optimasi evolusioner yang efektif dalam 
mengatasi permasalahan non-konvensional pada 
data keuangan. Perbandingan ketiga model ini 
diharapkan memberikan gambaran yang lebih 
komprehensif mengenai metode prediksi nilai 
perusahaan berbasis rasio keuangan, sekaligus 
memberikan kontribusi pada pengembangan 
analisis keuangan berbasis teknologi kecerdasan 
buatan. 

 

II. METODOLOGI PENELITIAN 

Dalam penelitian ini, desain penelitian 
menggunakan pendekatan kuantitatif dengan 
analisis data sekunder yang telah dikumpulkan 
dari laporan keuangan perusahaan. Kerangka 
dasar proses penelitian ini digambarkan dalam 
diagram berikut ini. Alur lengkap proses 
penelitian dapat dilihat pada Gambar 1. 

 

 
Gambar 1 Perancangan penelitian 

2.1 PENGUMPULAN DATASET 

Penelitian ini diawali dengan proses 
pengumpulan data, yaitu dengan mengunduh 
laporan keuangan perusahaan-perusahaan sektor 
manufaktur dan infrastruktur yang terdaftar di 
Bursa Efek Indonesia (BEI) selama periode tahun 
2018 hingga 2023. Data yang dikumpulkan 
mencakup informasi rasio keuangan seperti Price 
Earning Ratio (PER), Debt to Equity Ratio 
(DER), Return on Assets (ROA), serta Price to 
Book Value (PBV) yang akan menjadi fokus 
analisis dalam penelitian ini. Setelah data 
dikumpulkan, dilakukan pengolahan data awal, 
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yakni pengelompokan laporan keuangan 
berdasarkan periode waktu dan sektor 
perusahaan. Tahap ini bertujuan untuk 
memastikan struktur data yang seragam dan siap 
diproses lebih lanjut. 

Selanjutnya, data yang telah dikelompokkan 
akan melalui tahap pra-pemrosesan 
(preprocessing), yang mencakup kegiatan sebagai 
berikut: 

1. Perhitungan nilai rasio keuangan (PER, 
DER, ROA, dan PBV) 

2. Normalisasi dan standardisasi data  
3. Identifikasi serta penanganan data outlier 

Seluruh data yang dikumpulkan kemudian 
disimpan dalam format CSV agar mudah 
diproses pada tahap prapemrosesan berikutnya. 

2.2 PENGOLAHAN DATA DER 

Setelah data-data parameter yang sudah 
didapatkan melalui laporan tahunan dan laporan 
keuangan setiap Perusahaan-perusahaan 
manufaktur dan infrastruktur yang terdaftar pada 
Bursa Efek Indonesia (BEI). Dalam menghitung 
DER memerlukan parameter total hutang dan 
total dari ekuitas. Rasio DER yang lebih rendah 
menandakan kapasitas yang lebih baik untuk 
memenuhi kewajiban keuangan. Rasio utang 
berkorelasi negatif dengan rasio pembayaran 
dividen karena tingkat utang yang lebih tinggi 
membatasi kemampuan perusahaan untuk 
membayar dividen. 

 
 = 0,1429     (1) 

 
Gambar 2 Pertumbuhan DER (X1) 

2.3 PENGOLAHAN DATA PER 

Dalam melakukan perhitungan PER 
memerlukan parameter harga saham per lembar 
yang dibagikan kepada masyarakat dibagi dengan 
EPS. 

P/E Ratio yang tinggi dapat 
mengindikasikan bahwa investor mengharapkan 
pertumbuhan laba yang tinggi di masa depan, 
sementara P/E Ratio yang rendah mungkin 
menunjukkan ekspektasi pertumbuhan yang lebih 
lambat atau perusahaan yang dinilai rendah. 

 
=15,11371666 (2) 

 

 
Gambar 3. Pertumbuhan PER (X2) 

 

2.4 PENGOLAHAN DATA ROA 

Rasio ini juga memberian tingkat efektivitas 
manajemen suatu perusahaan. Semakin tinggi 
nilai Return On Asset (ROA) berarti kemampuan 
perusahaan menghasilan laba atas aset sendiri 
semain tinggi. 

 
R =0,1126 
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Gambar 4 Pertumbuhan ROA (X3) 

2.5 PENGOLAHAN DATA PBV 

Dengan membandingkan rasio PBV antar 
perusahaan dalam industri yang sama, investor 
dapat menentukan apakah suatu saham dihargai 
lebih rendah (undervalued) atau lebih tinggi 
(overvalued) dari nilai sewajarnya. Selain itu, 
PBV juga mencerminkan penilaian pasar 
terhadap efektivitas manajemen dalam mengelola 
aset perusahaan untuk menghasilkan keuntungan. 
 
       = 2,0448                (4) 

 
Gambar 5 Pertumbuhan PBV (Y) 

III. HASIL DAN PEMBAHASAN 

Pada bagian ini dijelaskan hasil 
eksperimen dan analisis performa model 
Regresi, SVM dan Genetika Algoritma 
berdasarkan beberapa hyperparameter yang 
telah diuji. Hasil yang dipaparkan mencakup 
RSME, MSE, MAE, MAPE, R2 Score, dan 
CVRSME. 

3.1 PENGUJIAN DAN HASIL MODEL 
REGRESI 

Model regresi yang melibatkan ROA, PER, 
dan DER sebagai prediktor terhadap PBV 
memiliki kekuatan prediksi yang sedang, dengan 
hubungan yang signifikan secara statistik. 

 

 
Gambar 6 Model Regresi 

Berikut adalah analisis output Model 
Summary dari regresi linear berganda. PBV 
sebagai variabel dependen, dan Zscore: DER, 
PER, ROA sebagai variabel independen: 

 
Tabel 1 Analisa Model Regresi 

 
 
Output evaluasi kinerja model regresi linear. 
 

Tabel 2 Hasil Pengujian Model Regresi 

 
Model regresi yang dihasilkan memiliki 

nilai R² sebesar 0,179, yang berarti hanya 17,9% 
variasi PBV dapat dijelaskan oleh ketiga variabel 
bebas tersebut, sedangkan 82,1% sisanya 
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dipengaruhi oleh faktor lain yang tidak 
dimasukkan dalam model. Meskipun uji 
signifikansi model menunjukkan hasil yang 
signifikan (p-value < 0,001), kekuatan penjelas 
model masih relatif rendah. 

Dari sisi akurasi prediksi, model memiliki 
MSE sebesar 521,7 dan RMSE sebesar 22,84 
(dalam satuan PBV). Hal ini menunjukkan 
bahwa secara rata-rata, prediksi PBV dari model 
meleset sekitar ±22,84 poin dari nilai aktualnya. 
Perkiraan MAE sebesar ±20,4 mendukung 
gambaran bahwa deviasi absolut rata-rata 
prediksi juga cukup besar. 

Jika diukur dengan persentase kesalahan 
relatif, nilai MAPE mencapai sekitar 44,6%, 
yang mengindikasikan bahwa model memiliki 
tingkat kesalahan prediksi yang cukup tinggi dan 
belum dapat diandalkan untuk estimasi presisi. 
Nilai CVRMSE sekitar 47,0% juga memperkuat 
indikasi bahwa variasi kesalahan prediksi cukup 
besar dibandingkan dengan rata-rata nilai PBV. 

3.2 PENGUJIAN DAN HASIL ANALISIS 
MODEL SVM 

Algoritma Support Vector Machine (SVM) 
yang digunakan untuk melakukan regresi (bukan 
klasifikasi) pada dataset. Algoritma ini digunakan 
untuk memprediksi nilai kontinu berdasarkan 
fitur yang tersedia. 

 
Gambar 7 Model Support Vector Machine 

SVM yang akan digunakan untuk regresi, 
model yang paling umum untuk regresi 
menggunakan SVM. Dan untuk nilai Cost (C) 

menggunakan nilai 100,00. Makin besar nilai C, 
makin kecil toleransi terhadap kesalahan, nilai 
besar berarti model akan berusaha sangat keras 
agar tidak terjadi kesalahan, tapi berisiko 
overfitting. Serta Regression loss epsilon (ε) 
menggunakan nilai 0.10 yang dimana untuk 
menentukan nilai margin toleransi kesalahan 
prediksi, jika nilai kecil berarti model sensitif 
terhadap kesalahan kecil, nilai besar memberikan 
lebih banyak toleransi (membiarkan beberapa 
error). Dalam regresi, ini menentukan “area 
netral” di sekitar hyperplane di mana tidak ada 
penalti error. 

Output evaluasi kinerja model SVM (Support 
Vector Machine) untuk regresi dapat dilihat pada 
tabel 3. 

Tabel 3 Hasil Pengujian Model SVM 

 
Hasil evaluasi model Support Vector Machine 

(SVM) menunjukkan nilai training error sebesar 
0,010 dan testing error sebesar 0,001. Nilai yang 
sangat kecil ini mengindikasikan bahwa model 
mampu mempelajari data dengan baik tanpa 
menunjukkan indikasi overfitting. Namun, 
evaluasi lebih lanjut terhadap indikator kesalahan 
prediksi mengungkapkan kelemahan model. Nilai 
Mean Squared Error (MSE) sebesar 25.217,032 
dan Root Mean Squared Error (RMSE) sebesar 
158,799 menunjukkan adanya deviasi prediksi 
yang cukup besar dibandingkan nilai aktual. Hal 
ini diperkuat oleh nilai Mean Absolute Error 
(MAE) sebesar 33,998 yang merefleksikan rata-
rata kesalahan absolut model dalam memprediksi 
Price Book Value (PBV). 

Selain itu, nilai Mean Absolute Percentage 
Error (MAPE) sebesar 5,738% masih berada 
dalam kategori kesalahan yang relatif rendah, 
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sehingga model tetap dapat digunakan dalam 
konteks prediksi praktis. Namun demikian, nilai 
koefisien determinasi (R²) yang hanya sebesar 
0,128 mengindikasikan bahwa model hanya 
mampu menjelaskan 12,8% variasi dalam data, 
sementara sisanya dipengaruhi oleh faktor lain 
yang tidak ditangkap oleh model. Lebih lanjut, 
nilai Coefficient of Variation of the Root Mean 
Square Error (CVRMSE) sebesar 406,275 
menunjukkan tingkat kesalahan relatif yang 
cukup tinggi terhadap nilai rata-rata aktual. 

Secara keseluruhan, meskipun model SVM 
menunjukkan akurasi cukup baik dari sisi error 
rate relatif (MAPE), performanya masih kurang 
optimal dalam menjelaskan variasi data dan 
menghasilkan prediksi yang konsisten, 
sebagaimana ditunjukkan oleh nilai R² yang 
rendah dan CVRMSE yang tinggi. Hal ini 
mengindikasikan bahwa model SVM dalam 
penelitian ini memerlukan penyempurnaan, 
misalnya melalui pemilihan kernel yang lebih 
sesuai, optimasi parameter (hyperparameter 
tuning), atau integrasi dengan metode validasi 
silang untuk meningkatkan generalisasi model. 

. 

3.3 PENGUJIAN DAN HASIL ANALISIS 
MODEL GENETIKA ALGORITMA 

Implementasi GA dirancang melalui 
serangkaian fungsi utama yang 
merepresentasikan proses evolusi secara 
bertahap, mencakup inisialisasi populasi, 
evaluasi fitness, seleksi, crossover, mutasi, dan 
pembentukan populasi generasi baru. 

Pendekatan ini memungkinkan pencarian 
solusi optimal terhadap bobot parameter model 
regresi yang tidak hanya mempertimbangkan 
kesalahan prediksi (MAE), tetapi juga kestabilan 
model melalui penalti regularisasi. Dengan 
demikian, algoritma genetika dapat diandalkan 
untuk menghasilkan model yang robust dan 
mampu melakukan generalisasi dengan baik. 

Pada penerapan algoritma ini dengan 
menggunakan dataset yang berbeda 
(menggunakan data Outlier dan menggunakan 
data tanpa Outlier) mendapatkan hasil yang 
berbeda pula, dapat dilihat pada beberapa tabel 4 
tabel best chromosome. 

Tabel 4 Best Chromose 

 
Perkembangan nilai fitness terbaik dari 

model Genetic Algorithm (GA) terhadap jumlah 
generasi ketika dilatih menggunakan data yang 
masih mengandung Outlier maupun tidak 
mengandung data Outlier. Sumbu horizontal 
merepresentasikan jumlah generasi (Generasi ke-
), sementara sumbu vertikal menunjukkan nilai 
fitness, yang dihitung menggunakan rumus: 

           (5) 
Dalam penelitian ini menggunakan 3 metode 

seleksi, diantaranya adalah Roulette Wheel 
(Peluang seleksi proporsional terhadap fitness.), 
Tournament (Sekelompok individu dipilih acak, 
yang terbaik dari kelompok dipilih.) dan yang 
terakhir menggunakan metode Rank Selection 
(Individu diberi peringkat, bukan berdasarkan 
nilai fitness mutlak.). Dalam penelitian ini 
melakukan pengujian terhadap ketiganyan dan 
membandingan dengan penggunaan dataset yang 
menggunakan data Outlier dan dataset yang tidak 
menggunakan data Outlier. 

 
Tabel 5 Benchmarking GA dengan Berbagai Metode 

Seleksi 

 
Skenario 1 (dengan data Outlier) dan 

Skenario 2 (tanpa data Outlier). Evaluasi 
dilakukan dengan mempertimbangkan beberapa 
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metrik performa, yakni MSE, RMSE, MAE, 
MAPE, CVRMSE, R² Score, dan F1 Score. 
1. Skenario 1 – Data Mengandung Outlier. 

Dalam kondisi data yang masih 
mengandung Outlier, metode Rank 
Selection menunjukkan performa terbaik 
secara keseluruhan. Hal ini ditunjukkan oleh 
nilai MAE (0.3723) dan MAPE (50.8750) 
yang paling rendah di antara ketiga metode, 
serta nilai RMSE (1.4178) yang sedikit 
lebih kecil dibanding Tournament. Selain 
itu, nilai CVRMSE (3.0219) dan F1 Score 
(0.1470) juga mencerminkan kestabilan dan 
ketepatan model yang lebih tinggi. 
Sebaliknya, metode Roulette Wheel 
memberikan performa yang paling buruk, 
dengan nilai MSE tertinggi (2.6555), MAPE 
sangat besar (257.3036), serta nilai R² Score 
yang negatif (-0.3530), yang menunjukkan 
ketidaksesuaian model dalam menangkap 
variasi target. Nilai F1 Score (0.2086) 
memang lebih tinggi, namun hal ini tidak 
mengimbangi performa regresi yang lemah 
secara keseluruhan. 

2. Skenario 2 – Data Tanpa Outlier. Setelah 
Outlier dihilangkan, terlihat adanya 
peningkatan performa pada sebagian besar 
metrik, terutama untuk metode Roulette 
Wheel, yang menunjukkan perbaikan 
signifikan dengan nilai MAPE turun dari 
257.30 menjadi 127.50 dan F1 Score 
meningkat dari 0.2086 menjadi 0.2418. 
Meskipun demikian, metode Tournament 
Selection memberikan hasil F1 Score 
tertinggi (0.2431) pada skenario ini, 
meskipun di sisi lain menghasilkan nilai 
MSE dan CVRMSE yang kurang optimal. 
Sebaliknya, metode Rank Selection, yang 
sebelumnya unggul dalam skenario dengan 
Outlier, justru mengalami penurunan 
performa pada data bersih, ditunjukkan oleh 
meningkatnya nilai MSE (2.7785) dan 
CVRMSE (3.3566), serta turunnya F1 Score 
(0.2070). 

3.4 ANALISIS KOMPARATIF KINERJA 
MODEL 

Pada tahapan ini peneliti membandingkan 
ketiga model tersebut untuk mengetahui model 
yang terbaik dan yang cocok, tabel perbandingan 
ketiga model dapat dilihat pada tabel 6. 

 
Tabel 6 Perbandingan Keseluruhan Model 

 
Tabel 6 menyajikan hasil evaluasi dari tiga 

pendekatan algoritmik, yaitu Support Vector 
Machine (SVM), Regresi Linear, dan Algoritma 
Genetika (Genetic Algorithm/GA) dengan 
metode seleksi Rank, terhadap data yang telah 
diproses. Evaluasi dilakukan berdasarkan enam 
indikator performa: Mean Squared Error (MSE), 
Root Mean Squared Error (RMSE), Mean 
Absolute Error (MAE), Mean Absolute 
Percentage Error (MAPE), Coefficient of 
Variation of RMSE (CVRMSE), dan koefisien 
determinasi (R² Score). 

Berdasarkan hasil pengolahan data, model 
SVM menunjukkan nilai MSE sebesar 
25.217,032 dan RMSE sebesar 158,799, yang 
menandakan bahwa rata-rata kesalahan prediksi 
model ini relatif besar. Nilai MAE sebesar 33,998 
dan CVRMSE yang sangat tinggi yaitu 406,275% 
mengindikasikan adanya penyimpangan prediksi 
yang signifikan dibandingkan dengan nilai rata-
rata PBV aktual. Meskipun nilai MAPE yang 
dilaporkan hanya sebesar 5,738%, 
ketidaksesuaian ini dengan nilai MAE 
menunjukkan adanya kemungkinan perbedaan 
skala atau prosedur perhitungan. Nilai R² sebesar 
0,128 menunjukkan bahwa SVM hanya mampu 
menjelaskan 12,8% variasi PBV. 

Model Regresi Linier Berganda 
memperlihatkan hasil yang lebih stabil dengan 
MSE sebesar 522,081, RMSE sebesar 22,849, 
dan MAE sebesar 21,7066. Nilai MAPE sebesar 
44,650% dan CVRMSE sebesar 47,000% 
menunjukkan bahwa kesalahan relatif model 
masih cukup besar. R² sebesar 0,179 
mengindikasikan bahwa model ini mampu 
menjelaskan 17,9% variasi PBV. Hasil ini 
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menunjukkan bahwa meskipun model linier 
signifikan secara statistik, kemampuan prediksi 
model terhadap data uji masih terbatas. 

Model Genetic Algorithm (Rank Selection) 
menunjukkan nilai MSE dan RMSE yang sangat 
rendah, masing-masing sebesar 2,0103 dan 
1,4178, serta MAE sebesar 0,3723. Hal ini 
mengindikasikan tingkat kesalahan absolut yang 
sangat kecil. Namun, nilai MAPE sebesar 
50,875% dan R² negatif (-0,0243) menunjukkan 
adanya inkonsistensi antara metrik kesalahan 
absolut dan persentase kesalahan relatif. Nilai R² 
negatif juga mengindikasikan bahwa model ini 
pada data uji justru memiliki performa yang lebih 
buruk dibandingkan dengan prediksi rata-rata 
sederhana. 

Secara keseluruhan, hasil ini mengindikasikan 
bahwa meskipun GA menunjukkan kesalahan 
absolut yang rendah, ketidaksesuaian antar metrik 
evaluasi menunjukkan adanya potensi perbedaan 
skala pengukuran atau indikasi overfitting. Model 
linier memberikan hasil yang konsisten namun 
akurasinya terbatas, sedangkan SVM cenderung 
menghasilkan kesalahan prediksi yang besar pada 
data ini. Oleh karena itu, diperlukan evaluasi 
ulang terhadap prosedur perhitungan metrik pada 
setiap model, khususnya untuk GA dan SVM, 
serta penerapan validasi silang (cross-validation) 
untuk memastikan bahwa hasil evaluasi 
mencerminkan kinerja model secara umum. 

IV. KESIMPULAN DAN SARAN 

4.1 KESIMPULAN 

Berdasarkan hasil penelitian dan 
pembahasan, diperoleh beberapa temuan penting 
terkait faktor-faktor yang memengaruhi nilai 
buku perusahaan (PBV) serta kinerja model 
prediksi yang digunakan. Analisis hubungan 
antara rasio keuangan menunjukkan bahwa Price 
to Earnings Ratio (PER) dan Return on Assets 
(ROA) memiliki pengaruh yang lebih kuat 
terhadap variasi PBV dibandingkan Debt to 
Equity Ratio (DER). Hal ini mengindikasikan 
bahwa profitabilitas dan efisiensi penggunaan 
aset lebih dominan dalam menentukan nilai pasar 
perusahaan, sedangkan struktur modal tidak 
memberikan pengaruh yang signifikan. 

Dalam perbandingan kinerja model, Genetic 
Algorithm (GA) menunjukkan hasil paling 
unggul dengan nilai MSE sebesar 2.0103 dan 
RMSE sebesar 1.4178, jauh lebih rendah 
dibandingkan Linear Regression (MSE 522.08; 
RMSE 22.8491) maupun SVM (MSE 
25.217,032; RMSE 158.799). Hal ini 
menegaskan bahwa GA memiliki tingkat error 
prediksi yang paling kecil. Namun demikian, 
nilai R² GA yang negatif (-0.0243) 
mengindikasikan keterbatasan kemampuan 
model dalam menjelaskan variasi data. 
Sebaliknya, Linear Regression memiliki nilai R² 
lebih tinggi (0.179) dibandingkan SVM (0.128), 
meskipun keduanya masih relatif rendah dan 
kurang sesuai untuk data dengan kompleksitas 
tinggi. 

Hasil penelitian menunjukkan bahwa Price 
to Earnings Ratio (PER) dan Return on Assets 
(ROA) memiliki pengaruh lebih dominan 
terhadap Price to Book Value (PBV) 
dibandingkan Debt to Equity Ratio (DER), yang 
menegaskan pentingnya profitabilitas dan 
efisiensi aset dalam menentukan nilai pasar 
perusahaan. Perbandingan kinerja model prediksi 
memperlihatkan bahwa Genetic Algorithm (GA) 
unggul dalam menurunkan kesalahan prediksi 
dengan nilai MSE dan RMSE yang paling 
rendah, meskipun nilai R² negatif 
mengindikasikan keterbatasan kemampuan 
model dalam menjelaskan variasi data. 
Sebaliknya, Linear Regression dan SVM 
menunjukkan R² sedikit lebih baik, tetapi akurasi 
prediksi relatif lebih rendah. Dengan demikian, 
GA berpotensi menjadi metode unggul untuk 
meminimalkan error pada analisis keuangan, 
meskipun pengembangan model hibrida 
disarankan agar akurasi tinggi dapat dicapai 
sekaligus tetap menjaga interpretabilitas hasil. 

4.2 SARAN 

Berdasarkan hasil penelitian, terdapat 
beberapa saran yang dapat diajukan. Bagi 
investor dan praktisi keuangan, penggunaan 
algoritma genetika (GA) direkomendasikan 
dalam analisis rasio keuangan karena mampu 
memberikan prediksi nilai buku perusahaan yang 
lebih akurat, khususnya pada data yang 
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kompleks dan bersifat non-linear. Untuk 
penelitian selanjutnya, disarankan 
pengembangan model dengan menambahkan 
variabel lain seperti EPS, ROE, atau rasio 
likuiditas, serta mengombinasikan GA dengan 
teknik optimasi lain seperti Particle Swarm 
Optimization (PSO) atau pendekatan ensemble 
guna meningkatkan akurasi prediksi. Selain itu, 
pengujian pada sektor industri berbeda atau 
periode waktu yang lebih panjang perlu 
dilakukan agar generalisasi hasil penelitian lebih 
kuat. Bagi akademisi dan institusi pendidikan, 
penelitian ini dapat dimanfaatkan sebagai bahan 
ajar atau studi kasus pada mata kuliah yang 
berkaitan dengan Data Science, Financial 
Analytics, maupun Artificial Intelligence, 
khususnya yang membahas penerapan algoritma 
evolusioner dalam konteks nyata. 
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